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ABSTRACT
Federated social networking is an increasingly popular alternative
to more traditional, centralized forms. Yet, this federated arrange-
ment can lead to dramatically different experiences across the net-
work. Using a sample of the most popular instances on the federated
social network Mastodon, we characterize the types of rules present
in this emerging space. We then compare these rules to those on
Reddit, as an example of a different, less centralized space. Rules
on Mastodon often pay particular attention to issues of harassment
and hate — strongly reflecting the spirit of the Mastodon Covenant.
We speculate that these rules may have emerged in response to
problems of other platforms, and reflect a lack of support for in-
stance maintainers. With this work, we call for the development of
additional instance-level governance and technical scaffolding, and
raise questions for future work into the development, values, and
value tensions present in the broader federated social networking
landscape.
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1 INTRODUCTION AND BACKGROUND
In order to be successful, online communities need to be able to
effectively regulate the behavior of their community members [28].
This regulation can take a variety of different forms, and may be
enforced through architecture, norms, market, or law [30]. For ex-
ample, “community-created yet formalized rules” serve to regulate
at the norm-level [18], while boycotts of particular products or
platforms operate at the market-level [25, 31]. The combination of
norm- and market-level factors often work together, and can drive
users to “vote with their feet.” At a larger scale, this leads to migrate
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either within [13], or between [17] platforms, as people seek out
better alternatives.

Popular interest in federated social networks has dramatically
increased since October 2022, driven in part by an exodus of users
from Twitter following Elon Musk’s acquisition [22]. In contrast to
more centralized social networking sites like Twitter or Facebook,
federated social network accounts exist in collections of different
servers run via open-source software, and, similar to email, connect
through a shared protocol [29].

At the time of writing, one of the most popular federated so-
cial networks is Mastodon, an open-source microblogging service,
which uses the decentralized social networking protocol Activity-
Pub to connect different instances [3].

Because Mastodon is structured quite differently from other
social networking sites, understanding the operation of this net-
worked collection of independent servers has been a challenge
for many [14]. As a result, many people have compared this ar-
rangement to other “community-focused social networks,” such
as Discord and Reddit, in that Mastodon instances can be thought
of as “sub-communities” [36]. Facebook and Twitter often deploy
commercial content moderation whereby paid content moderators
engage in hierarchical moderation practices [20]. More decentral-
ized spaces, such as Reddit, rely on a combination of platform
policies and the work of bottom-up, volunteer moderators to gov-
ern content. Thus, the experiences of those who use the platform
are informed by the interplay of different levels of governance
[11]. This can lead to materially different experiences for members
of different sub-communities. Exploring this phenomenon via the
analysis of “community-created yet formalized rules” on Reddit,
Fiesler and colleagues found that these rules are heavily context-
dependent, while also having commonalities across the site [18].
The contextuality described in the composition of sub-communities
on Reddit contrasts with the common one-size-fits-all approach to
platform policy.

The arrangement of instances within Mastodon is qualitatively
similar to that of subreddits on Reddit. Each are mostly autonomous
subparts of a larger whole: Mastodon instances constitute part of the
broader Fediverse, and subreddits make up Reddit. Both Mastodon
instances and subreddits are often organized around a unifying
principle, like an identity or affinity characteristic. Additionally,
users of each often interact with similar groupings of instances
or subreddits. However, the organization of Reddit is more hierar-
chical than Mastodon. While individual subreddits do vary widely
in topic, size, rules and values, they are each still accountable to
Reddit as a platform (via the content and privacy policies [4, 6]).
While Mastodon instances similarly vary and also share a high-
level expectations document, the Mastodon Covenant [5], they are
not accountable to a higher platform authority in the same way
that subreddits are. As such, the degree to which this difference

https://doi.org/10.1145/3584931.3606970
https://doi.org/10.1145/3584931.3606970


CSCW ’23 Companion, October 14–18, 2023, Minneapolis, MN, USA Nicholson, Keegan, and Fiesler

is reflected in the rules and values of each is a meaningful open
question.

The purpose of this study is to provide an initial exploratory
description of the ecosystem of rules in the federated social media
landscape at the Mastodon instance level. As such, we take inspira-
tion from Fiesler and colleagues [18] in our approach, and elect to
examine public, formalized rules present within different instances
on Mastodon. Recognizing that these instances vary widely, we
seek to understand the following research questions:

• Which rules are present in Mastodon instances, and in what
frequencies?

• How do rules present in Mastodon instances compare and
contrast to rules within subreddits?

• Which rules appear at the same time within an instance, and
how do they relate to the Mastodon Covenant?

To answer these questions, we take a mixed-methods approach
to analyze the rules of popular Mastodon instances. Our findings
reveal that popular instances on Mastodon are comparatively much
more concerned with harassment and hate speech, and often have
collections of rules that appear together. From these findings, we
begin to see a picture of what the broader alternative social net-
working ecosystem values both in terms of the people and behavior
it privileges. This motivates additional research questions around
governance online, community response to newcomers, and the role
that instance maintainers play in the socio-technical infrastructure
of online spaces.

2 METHODS
Data. For this work, we collected a dataset of the top 1,000Mastodon
instances sorted by active users, as reported by the popular tool
instances.social in March 2023. The instances ranged in size from
nearly 100,000 active users to around 30. We then collected indi-
vidual rules by scraping from the “Server Rules” section of each
listed instance’s publicly facing “About” page. We collected 5,317
individual rules in total. We excluded instances that were down
at the time of data collection (15 instances), had rules written in a
language other than English (275 instances, 1,814 rules), or had no
rules listed in the “Server Rules” section (215 instances). We were
left with a total of 495 unique instances and 3,503 individual rules.
For the purpose of this initial qualitative analysis, we randomly
selected 100 instances from this set of 495 to ensure that a range of
instance types and sizes were included. This sample includes 690
rules.

In this analysis, we retrieved publicly facing rules from a variety
of communities. Heeding the advice of Fiesler and Proferes [19],
we considered the contextuality of this information in making
ethical decisions about collection and analysis. These rules are
all public, but are simultaneously designed to be public-facing,
geared towards potential newcomers, and internal-facing, geared
towards existing members. Similarly, many of these communities
seem to be hosted by and for groups that may have experienced
significant harassment on other platforms. As such, we have chosen
to analyze and report findings in aggregate, to avoid directing
unwanted attention towards these communities.

Analysis. Using the codebook from Fiesler and colleagues as
a reference [18], the first author examined rules from the top 50

instances (411 rules) of the 495 unique instances (3,503 rules) in
the full dataset in descending order of number of active users (e.g.,
mastodon.social, mstdn.social, mastodon.world), in an iterative in-
ductive style [12]. When a new rule category appeared more than
five times in the set of rules from the top 50 instances, each previous
rule was examined with this new category in mind. In the process
of this initial coding, new rule codes became saturated. Though
all authors consulted during the analysis process, the first author
conducted all of the final coding to ensure consistency across the
dataset.

The first author then used the codebook to manually code the
100 instance sample of rules (𝑁 = 690) in the dataset. The full list
of codes can be found in in Table 1. We describe the types of rules,
their relationships to other rules within instances, and to the rules
found in subreddits by Fiesler and colleagues in the next section.

3 RESULTS
In relation to the categories found from Fiesler and colleagues’ work
on subreddits [18], we found a sizable collection of rule categories
that differ onMastodon in our inductive coding step. For differences
directly attributable to the tacit differences between settings, we
removed the category. For example, many rules on Reddit center on
“Voting” (as content is surfaced based on upvotes and downvotes),
while there is no analogue across Mastodon instances.

More interestingly, there are a number of rules across theMastodon
dataset that are materially different in nature as compared to those
on Reddit. For example, 34% of the instances in our sample dataset
had a rule against the incitement of violence. There are also a collec-
tion of related, but distinct categories that seem more overarching
than those typically found at the subreddit level. In particular, there
are a number of rules against illegal content, and rules that require
content to be presented in a particular language for the purposes
of moderation.

While these rules are not representative of Mastodon as a whole,
the relative proportions of these rule types (Table 1) is telling.
When comparing Mastodon instances in our sample and subred-
dits in the large sample from Fiesler and colleagues [18], we see
rules about Hate Speech, Harassment, and Doxxing/Personal Info
are far more common on Mastodon, while rules about Conse-
quences/Moderation/Enforcement, Behavior/Content/Format Al-
lowed, and Links & Outside Content are much less common. This
contrast may suggest that these spaces have different values and
purposes.

To analyze the co-occurrence of different rule types across in-
stances, we one-hot encode the presence of each rule type within
each instance by assigning a value of 1 if an instance has any rules
of a given type, and 0 otherwise. We then analyzed the pairwise
Pearson’s 𝑟 for each rule type in the sample. In this context, a value
of 1 indicates that a linear equation describes the relationship be-
tween rule type 𝑖 and rule type 𝑗 perfectly. In other words, a value of
𝑟𝑖 𝑗 = 1 indicates that every Mastodon instance in the sample either
has both 𝑟𝑢𝑙𝑒𝑡𝑦𝑝𝑒𝑖 and 𝑟𝑢𝑙𝑒𝑡𝑦𝑝𝑒 𝑗 , or neither. Similarly, a value of
-1 indicates that every instance either has 𝑟𝑢𝑙𝑒𝑡𝑦𝑝𝑒𝑖 or 𝑟𝑢𝑙𝑒𝑡𝑦𝑝𝑒 𝑗 .
A value of 0 indicates that there is no relationship between these
rule types.
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Rule Type Mastodon Instances Subreddits

Restrictive 93% 99.4%
Prescriptive 83% 99.8%
Hate Speech 71% 1.6%
Reddiquette/Mastodon Covenant 67% 5.9%
Harassment 64% 2.7%
NSFW 60% 4.1%
Personality 53% 30.4%
Content Warnings 50% N/A
Illegal Content 48% N/A
Consequences/Moderation 43% 90.5%
Spam 42% 1.7%
Incitement of Violence 34% N/A
Mis/Disinformation/Conspiracy 32% N/A
Doxxing/ Personal Info 31% 0.5%
Advertising & Commercialization 30% 7.6%
Images 28% 0.8%
Brigading/Dogpiling 27% 0.2%
Behavior/Content/Format Allowed 21% 99.9%
Impersonation 20% N/A
Codes of Conduct 17% N/A
Copyright/ Piracy 16% 1.0%
Server Interference 14% N/A
Automated Tools 14% N/A
Off-topic/topic Specific 12% 15.6%
Politics 9% 0.1%
Low-Quality Content 8% 0.8%
Reposting/Crossposting 8% 1.6%
Trolling 7% 0.3%
Links & Outside Content 7% 24.2%
Spoilers 4% 0.7%

Table 1: The prevalence of Rules in Mastodon and Reddit sub-communities. Rules can be both prescriptive and restrictive and
can cover multiple content categories. For example, "Treat others with respect" is a prescriptive personality rule, "Don’t be
a jerk" is restrictive personality rule and "Be civil and be kind. If you need to criticise, punch up, never down. Hate speech,
intended to incite or offend, is not acceptable" is a both prescriptive and restrictive rule that coversmultiple categories, including
personality, hate speech, and harassment. "Mastodon Instances" refers to those in the sample dataset (100 instances, 690 rules),
and "Subreddits" refers to those in Fiesler and colleagues large-scale dataset [18].

Wefind several pairs of rules that often appear within a particular
Mastodon instance. The most correlated pairings are rules around
dogpiling and doxing (𝑟 = 0.810), the Mastodon Covenant and
hate speech (𝑟 = 0.723), and content warnings and NSFW content
(𝑟 = 0.653). Noticeably not strongly correlated with any other rule
types were rules against illegal content. We discuss these findings
in relation to the previous work in the following section.

Limitations. Because we sampled based on instance popularity,
we are systematically missing the long tail of small instances (<30
active users) from this analysis. It is possible that smaller instances
have materially different rules due to either size, or nature, and
this provides a direction for future study. Additionally, a significant
portion of the originally explored instances had rules in a language
other than English. Because a number of the findings suggest that
rules are quite contextual, it is possible that these rules fall into a
significantly different category than any we described.

4 DISCUSSION AND FUTUREWORK
In comparison to Reddit, rules on Mastodon instances seem to
emphasize the need to create spaces that avoid common harms like
harassment and hate speech. Yet, maintaining these spaces presents
a governance and content moderation challenge. Our examination
of rules on Mastodon suggests that instance administrators may
not be adequately supported as they seek to reduce harm in their
spaces.

Mastodon Covenant vs Reddiquette. While instanceswithinMastodon
are analogous to subreddits, they vary most significantly in their
relationship with the larger whole. We find that the prevalence of
rules dedicated to following the Mastodon Covenant [5] is much
higher than rules dedicated to Reddiquette [8], despite theMastodon
Covenant having less power over its users. This may be a signal-
ing effect — Mastodon instances proclaim and own their values
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in a way not seen on Reddit. The consequences of breaking Red-
diquette include post removals, bans, or quarantines [10], while
the consequences of breaking the Mastodon Covenant is the re-
moval of the offending instance from the official list of available
instances. On Mastodon, outside of defederation, there are few op-
tions available to assert power over any one instance. Therefore,
one direction for research within the CSCW community might be
to study the impacts of this arrangement, with attention to both
information sharing about known misbehaving instances [23], and
how instances make defederation decisions.

While Mastodon is a looser collection of instances, the common-
alities between our sample and the rules on Reddit hint towards
a similar sense of culture across each domain. Mastodon has el-
ements of techno-libertarian leanings, similar to what has been
described in other spaces like Reddit [33]. Similarly, today, both
spaces have rules against illegal activities and have norms around
the use of content warnings. However, rules on Mastodon often
explicitly engage with systemic oppression across many different
intersectional identities beyond what is required by the Mastodon
Covenant. For example, this sample very often had rules against
some combination of ableism, racism, sexism, homophobia, xeno-
phobia, or casteism, while Reddiquette’s stance is much less direct
– “Remember the human” and “Don’t be (intentionally) rude at all”
[8]. While there are certainly some commonalities between the
Mastodon Covenant and Reddiquette in the manifestation of rules –
especially in their techno-libertarian leanings –Mastodon instances
seem to have more of an orientation towards justice. Future work
should focus on how these rules and norms come to be, and how
they are enforced and interpreted by users [9, 21].

These differences between Reddit and Mastodon might be ex-
plained by a number of factors, including a difference in the timing
of these analyses, and Mastodon’s positioning as an alternative to
traditional social media. The data used in the analysis from Fiesler
and colleagues was collected from November 2016 to April 2017.
Since then, awareness and popular interest in the harms of on-
line spaces have increased dramatically [27]. It is quite possible
that if the analysis of Reddit’s rules were performed today, many
of the new categories found in our analysis (e.g., Mis/ Disinfor-
mation/Conspiracy) would have been more prominent. Similarly,
many of the rules on Mastodon may have emerged in response
to the public problems plaguing other domains – for example, the
backlash against sex workers online in the wake of the passage of
FOSTA in the US [16]. There were a significant number of Mastodon
instances centered around some marginalized identity, and these
may have been developed in response to either widespread harass-
ment from others on a different platform, or as a result of changing
platform policies.

Common rules on Mastodon instances may have emerged as a re-
sponse to widespread issues with existing platforms, and these pol-
icy choices are central to platform exodus and uptake [17]. Demon-
strating this self-awareness, one Mastodon instance in the sample
included a rule against “behavior that forces us to create new rules.”
Using this work’s findings as a baseline, one promising extension
of this work might be to examine how rules on Mastodon co-evolve
with the broader community [26, 32].

Humans and Infrastructure involved in Running an Instance. The
rules analyzed remind us that maintainers and admins are central
to the governance of Mastodon instances, and that each instance
is sometimes governed by a single person. As such, many of these
instances have rules that assert the power of the administrators of
their instance, while simultaneously hedging their liability with
rules against “illegal content,” sometimes with attention to particu-
lar content (e.g., child sexual abuse material) or locale. Our findings
suggest that if we value the ability for individuals to create their
own spaces, the CSCW community should create more technical
and legal support for instance maintainers.

The prevalence of rules against illegal content and their lack of
strong correlation with rules of any other type reflects the salient
liability challenges of running an instance. There is a prevailing
perception that Mastodon instances are legally accountable to wher-
ever their servers are physically located. In the United States, this
comes with a number of legal and regulatory obligations [1, 2].

The nuance of how these laws apply is evidently not clear to
many instance administrators. In explaining their decision to shut
down an instance they created, The Financial Times’ hesitation
is revelatory of the ongoing challenges of running even a small
platform.

“Do these same conclusions hold for a sort-of-but-not-
really decentralised silo of user generated content?
Dunno. The only place to find out for sure would be
in court, and we’d really rather not.” [15].

The Financial Times is much more resourced and, as a media
company, ought to be muchmore prepared than the individuals that
run instances. While it is possible that reputational risk may have
outweighed formal legal liability in this case, their apprehension is
telling of the current (perceived) fluidity in the regulatory landscape
around federated social media, and the lack of formal guidance
provided by Mastodon.

While the Mastodon Covenant is quite permissive, a large num-
ber of third party tools functionally sway the values of particular
instances. Mastodon argues that running an instance provides “ab-
solute control over your own voice on the web, not subject to
anyone else’s rules or whims” [7]. This is true, but only for those
with the technical skills necessary to perform the complex series
of system administration tasks necessary to spin up and maintain
the infrastructure. This arrangement of instances reflects a kind of
“implicit feudalism” wherein admins act as "benevolent dictators
for life" [34]. Thus, the primacy of technoculture, coupled with
the laissez-faire attitudes towards rules, affords absolute control
only to some, and has the potential to enable the same “toxic tech-
nocultures” that Massanari describes of Reddit [33]. The coupling
of unilateral instance control and the high infrastructural barrier
towards set up makes Mastodon’s promise of true autonomy nearly
impossible. If we believe that instance autonomy is worth having
broadly, both the Mastodon and CSCW communities should create
additional scaffolding with particular attention to the governance,
and technical challenges of running an instance. In turn, this mo-
tivates further questions around who gets to be a moderator, the
values that they bring, and the degree to which rules are in tension
with moderator values [24, 35]
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In our exploration of the rules of popular Mastodon instances,
we begin to fill in the picture of what the broader federated social
network ecosystem values and privileges. This study establishes a
launching point from which the community can better understand
governance online, and the role that the people play in the socio-
technical infrastructuring of online spaces.
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